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Concepts

* When a new message "w;, w,, ..., W.," comes in, the Naive Bayes algorithm classifies it as spam
or non-spam based on the results of these two equations:

P(Spam|wy,ws, ..., w,) « P(Spam) - []_, P(w;|Spam)
P(SpamC|wy, ws, ..., w,) o< P(Spam®) - [T}, P(w;|Spam®)

* To calculate P(wi|Spam) and P(Wi|5pamc), we need to use the additive smoothing technique:

— N, | Spam Q¢
P(w;|Spam) = Nspamzj;afa;&owbwy
P N
(wZ‘SpamC) — wi\SpamC‘f’a

N Spamc +a-N Vocabulary

* Below, we see what some of the terms in equations above mean:

Ny, |Spam = the number of times the word w; occurs in spam messages

Ny, |spame = the number of times the word w; occurs in non-spam messages
Ngpam = total number of words in spam messages

Ngpame = total number of words in non-spam messages

Nv ocabuiary = total number of words in the vocabulary

a=1 (aisasmoothing parameter)

Resources

¢ A technical intro to a few version of the Naive Bayes algorithm

¢ An intro to conditional independence
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https://app.dataquest.io/m/432/
https://app.dataquest.io/m/432/
https://app.dataquest.io/m/432/
https://scikit-learn.org/stable/modules/naive_bayes.html
https://en.wikipedia.org/wiki/Conditional_independence
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